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NIGHT AND DAYTIME EFFECTS IN US EQUITY 
EXCHANGE-TRADED FUND RETURNS

João Dionísio Monteiro1e José Ramos Pires Manso 2

Abstract

This paper examines average returns over periods when markets are open and when 
markets are closed using a sample of  the four major US equity exchange-traded funds 
(ETFs) in the period January 1996 to January 2014. First, we examine common day and 
night effects across ETFs. Second, we examine common day and night effects decom-
posed by day of  the week. In the analysis we use panel data regression models with esti-
mators of  the standard errors of  the estimated parameters robust to various departures 
of  the least square residuals from independent and identically distributed assumptions. 
In previous studies (Cliff  et al., 2008), it was observed the surprising result that returns 
during the night period are strongly positive and significant and the night minus day re-
turn differences are also pervasively positive and significant. Our results show a marked 
decrease and the disappearance of  the night and day effect from 2006. Results show that 
in this asset class night returns are no longer consistently higher than the day returns, 
overall and across days of  the week.  Another puzzling fact in light of  the asset pricing 
models, already evidenced in previous studies, but which tends to remain, is that the 
volatility of  day returns is significantly higher than the volatility of  night returns.

KEYWORDS: night and daytime effects, market efficiency, US equity exchange-traded 
funds

1. INTRODUCTION

In financial markets, information flows continuously throughout twenty-four hours a day but 
price variations are not continuous due to periodic market closure. Sudden changes in daily tran-
saction regimes, when markets open and close, have important implications for the dynamics of  
prices in the short term. Several researchers have presented evidence on the impact of  periodic 
market closure in transaction volume, liquidity, volatility and pricing (Jones, Kaul and Lipson, 
1994; George and Hwang, 2001). On the other hand, several theoretical papers have sought to 
model the implications of  periodic market closure for equilibrium prices (Foster and Wiswana-
than, 1990; Slezak, 1994; Hong and Wang, 2000). However, theoretical models suggest different 
predictions of  the effects of  periodic market closure at the first moment of  returns. 

On one hand, various models proposed in theoretical papers predict lower returns during 
non-trading periods than in trading periods (Slezak, 1994; Hong and Wang, 2000), a predic-
tion consistent with the evidence documented in the early empirical studies of  the weekend 
effect on returns. On the other hand, other theoretical papers predict higher returns during 
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non-trading periods to compensate liquidity providers for bearing additional risk. In this line, 
the model of  Longstaff  (1995) predicts higher returns over periods of  market closure arising 
from a liquidity related non-marketability effect.

The purpose of  this paper is to add to the body of  empirical papers on this theme an 
empirical analysis of  the effects of  the periodic market closure on the first moment of  return 
distributions in US equity exchange-traded funds (ETFs). First, we examine whether there 
exist a common night and day effect across ETFs. Second, we extend the analysis and exami-
ne whether there exist a common night and day effect decomposed by day of  the week. The 
analysis is carried out using panel-data regression models with standard errors of  the estima-
ted parameters corrected for several departures of  the least square residuals from independent 
and identically distributed assumptions. 

Our major findings on the US equity ETFs are: i) No significant overall common and 
robust night and daytime effects is exhibited in our sample of  US ETFs; only a positive and 
marginally significant night average return is found while the day average return is not signi-
ficantly different from zero; ii) Concerning common night and day effect, decomposed by 
day of  the week, only the estimated coefficient (average) for Tuesday-night is positive and 
significantly different from zero; these findings contrast with evidence obtained by previous 
empirical studies on the same type of  assets in US equity market. Cliff et al. (2008) found 
pervasive evidence of  a significant difference, first, between overall night and day returns and, 
then, between night and day returns by day of  the week; iii) our results confirm the evidence 
obtained in previous studies that the volatility is pervasive and significantly higher during the 
trading periods than during the market closing periods, contradicting the predictions of  asset 
pricing models that the market price of  the risk would be positive. These results continue to 
present a challenge to the asset pricing models in explaining why in diversified portfolios, as 
are the ETFs, zero average returns (daytime period) have higher volatility than that associated 
with slightly positive average returns (night period).

The remainder of  this paper is organized as follows. Section 2 reviews the literature on the 
effects of  the periodic closure of  markets in returns when they are open and closed. Section 3 
presents the data and the methodology used in the study. Section 4 present and discusses the 
results. In section 5 conclusions are presented. 

2. LITERATURE REVIEW

In recent decades calendar anomalies have been widely surveyed in empirical papers but 
most studies used daily closing prices or volume weighted averages prices to identify these 
seasonality effects. Pearce (1996), for example, for US equity markets, used daily returns from 
1972 to 1994 on a variety of  portfolios to simultaneously test for weekend effects, post-ho-
liday effects, January effects and serial correlations. Evidence was obtained that the calendar 
anomalies were more pronounced for smaller than larger firms. The returns for smaller firms 
were consistently lower after weekends and consistently higher preceding holidays. Thaler 
(1987) offered various hypotheses that can, partially, explain these abnormal returns, namely, 
the timing of  the arrival of  good and bad news. Thaler gives the example of  bad news being 
postponed until after close on Friday.  Schwert (2002) found that many market anomalies (size 
effect, value effect, weekend effect and dividend yield effect) have weakened or disappeared 
after research articles about them have been published. 

A related topic less developed but equally important to the literature of  market efficiency is 
the analysis of  regularities in intraday period returns. Although empirical literature is not com-
pletely consensual about patterns of  intraday returns within this topic of  market efficiency, 
the most striking and surprising result is that various studies obtained evidence that overnight 
returns are strongly positive and the returns during the day are close to zero and sometimes 
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negative. Wood, McInish and Ord (1985), using intraday data for an equally-weighted index of  
NYSE listed stocks, from September 1971 to February 1972 and for the calendar year 1982, 
show that close-to-open returns account for two-thirds of  close-to-close returns in the 1971- 
1972 period. However, in the 1982 period, close-to-open returns account for a percentage 
that is not statistically different from zero.  Branch and Ma (2006) find a very strong negative 
autocorrelation between the overnight and the intraday return. The study analyses stocks on 
the NYSE, AMEX and NASDAQ over two periods between 1994 and 2005 and divide the 
stocks into size categories. The authors find significant relationships for each sub-sample. The 
correlations do tend to be almost monotonically stronger as market capitalization decreases. 
They find a powerful negative correlation between the overnight and intraday returns and a 
significant relationship between overnight and the prior intraday and prior overnight returns. 
The signs of  the correlations alternate, with adjacent periods having negative correlations 
and one step back being positively related. Using samples3 of  a diverse set of  data in the pe-
riod 1993-2006, Cliff  et. al. (2008) also perform an extensive study in US equity markets on 
the overnight and daytime returns. They document that the US equity premium during this 
decade is entirely due to overnights returns: the returns during the night are strongly positive 
and returns during the day are close to zero and sometimes negative. The authors show that 
this day and night effect is found on individual equities, equity indices, exchange traded funds 
and futures contracts on equity indices and is robust in the NYSE, NASDAQ, AMEX and 
Chicago Mercantile Exchanges. 

These results constitute a reversal on the evidence reported by studies on the weekend 
effect in returns. French (1980), Agrawal and Ikenberry (1994), Wang et al.(1997) and Zainu-
din et al.(1997), among others, found that weekend returns were negative (from Friday close 
to Monday close) and that a significant part of  this effect was generated from Friday close to 
Monday open. Evidence of  positive and significant overnight returns contrasts with previous 
reported evidence under the day-of-the-week effect where, in general, returns in some transac-
tion days are larger than in others. The most commonly reported anomaly in this regard is the 
significantly lower returns, if  not negative, on Mondays and, usually, higher returns on Friday 
(Jaffe and Westerfield, 1985; Chang et al., 1993, 1998). Several hypotheses have been proposed 
to explain the occurrence of  the day-of-the-week effect: information release hypothesis, where 
companies delay disclosure of  negative information until late in the week and the information 
processing hypothesis, linked with the asymmetry in information costs between small and 
large investors (Thaler, 1987). 

The timing of  information releases was also used to explain the potential day and night 
effect. Early papers on the timing of  earnings announcements found that companies had a 
tendency to publicize bad news after the market close. Patell and Wolfson (1982)  find that 
good news are more likely to be disclosed while the markets are open but bad news are more 
likely to be released after the market close. In turn, Bagnoly, Clement and Watts (2005) find 
that announcements made on Fridays, during the trading period and after the market close, 
are more negative than on other days of  the week. Damadoram (1989) shows that despite the 
announcements of  earnings and dividends made on Friday are actually more likely to contain 
bad news and result in subsequent negative returns during the weekend, these announcements 
of  bad news can explain only a small part the weekend effect. Doyle and Magilke (2009) ree-
xamine the conventional wisdom that managers are more likely to delay disclosure of  unex-
pected negative information until after the close of  the markets. They find no evidence that 
managers strategically choose to disclose negative information after the close of  the markets 
or on Friday. They also find no evidence that managers decide to report “good” news before 
the opening of  the markets or on Monday-to-Thursday period. 

3	 Individual stocks included in the S&P 500 index, individual stocks of  technology companies included in the AMEX 
interactive week internet index, a sample of  14 of  the largest exchange traded funds and the intraday behavior of  
the S&P 500 E-mini futures contract.
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Cliff  et. al. (2008) also test the possible explanation of  the timing of  disclosure. Using a 

sample of  earnings announcements, where the time of  disclosure and the unexpected earning 
signals (positive, negative, neutral) are identified, results show that although there was a trend in 
the period of  analysis (2000-2005) for managers to disclose positive unexpected earnings after 
the market closes, this tendency does not explain the significant day and night effect on returns.

Another proposed argument to explain the night and daytime effect are the effects of  asset 
liquidity. Amihud (2002) documents a negative relationship between various measures of  liqui-
dity and future stock returns: increased (lower) risk or transactions costs of  low (high) liquidity 
stocks would predict more (less) night minus daytime return spread. Using various measures to 
proxy liquidity, Cliff  et al. (2008) find that positive night minus day return spread is not mainly 
due to the high risk or to the high transaction costs of  illiquid stocks.

Given evidence that the positive and significant night minus day return spread constitutes 
an anomaly in US equity markets, which appears to have a substantial magnitude and that goes 
against the predictions suggested by models based on the risk of  assets, this pattern is an intri-
guing fact and a challenge for the asset pricing literature to explain it. In the following section 
we present the data and methods used to examine hypotheses of  the day and night effects, 
decomposed by day of  the week and pre- and post-holiday.

3. DATA AND METHODOLOGY

The data employed in this study are opening (first recorded trade) and closing (last recor-
ded trade) daily prices from a group of  ETFs based on the main US equity market indices. 
ETFs allow investors to trade a basket of  stocks in a single transaction. The creation and des-
truction features of  the ETF ensure that prices on the exchange closely reflect the fair value 
of  the underlying portfolio´s components. In our analysis we use broad-based index ETFs. 
The ETFs used are the DIA (representing the Dow Jones Industrial Average 30), the IWM 
(representing the Russel 2000 index - a small-cap US companies index), the QQQQ (repre-
senting the NASDAQ 100 index) and the SPY (SPYDERs - representing the S&P 500 index). 

The process to create an ETF begins when an ETF manager (the sponsor) submits a plan 
with the U.S. Securities and Exchange Commission to create an ETF. Once the plan is appro-
ved, the sponsor forms an agreement with an authorized participant, generally a market maker, 
specialist or large institutional investor, who is empowered to create or redeem ETF shares. The 
authorized participant borrows stock shares, places those shares in a trust and uses them to 
form ETF creation units. These are bundles of  stocks varying from 10,000 to 600,000 shares, 
but 50,000 shares is what’s commonly designated as one creation unit of  a given ETF. Then, the 
trust provides shares of  the ETF, which are legal claims on the shares held in the trust to the 
authorized participant. Because this transaction is an in-kind trade - that is, securities are traded 
for securities - there are no tax implications. Once the authorized participant receives the ETF 
shares, they are sold to the public on the open market just like stock shares (SEC, 2012).

When investors want to sell their ETF holdings, they can do so by one of  two methods. 
The first is to sell the shares on the open market. This is generally the option chosen by most 
individual investors. The second option is to gather enough shares of  the ETF to form a 
creation unit, and then exchange the creation unit for the underlying securities. This option is 
generally only available to institutional investors due to the large number of  shares required to 
form a creation unit. When these investors redeem their shares, the creation unit is destroyed 
and the securities are turned over to the redeemer. This option has no tax implications for the 
portfolio (SEC, 2012).

The return series of  ETFs were obtained from www.finance.yahoo.com. The return series 
span from the period 3rd January 1994 to 3rd January 2014. However, according to Kelly and 
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Clark (2011), the liquidity of  the ETFs was poor during the first half  of  the 90’s and has vastly 
improved during the second half  of  this decade. To determine from where to start the analy-
sis, we follow the criteria used by Kelly and Clark (2011). Kelly and Clark computed the 5th 
percentile of  sorted opening and closing times. Data were not used from years in which the 
5th percentile time of  the first trade of  the day is not in the first ten minutes of  the trading day 
or the 5th percentile time of  the last trade before 4 pm is not between 3:50 pm and 4:00 pm.

Based upon their criteria, DIA data are used from 1998, IWM data are used from 2001, 
QQQQ data are used from 1999 and SPY data are used from 1996. Until the middle of  the 
first decade of  this century, while the AMEX exchange was the primary exchange for most of  
the ETFs, they also actively traded on other exchanges. From the second half  of  this decade 
the QQQQ ETF is primarily traded on NASDAQ exchange and the other ETFs are primarily 
traded in NYSE ARCA, a subsidiary of  NYSE Euronext, the second largest electronic com-
munication network in terms of  shares traded in US markets.

We calculate the returns in the ETFs during the two daily time sub-periods: night (close-
-to-open prices) and daytime (open-to-close prices) returns. As is common in the analysis of  
daily and intraday financial data, we work with log returns: rC

i,t=ln[Pi,t/Pi,t-1].100 where Pi,t is the 
ETF level i at the end of  day t and the C  superscript stands for daily close-to-close return. 
We decompose the continuously compound close-to-close return on day t for the ETF  i as  
rC

i,t=rN
i,t+rD

i,t where rN
i,t stands for the night and rD

i,t for the daytime return. The reported ave-
rage returns are geometric averages returns and therefore its sign indicates whether the ETF 
gained or lost value during this intraday range over the sample period.

Two approaches are used to examine the hypotheses of  day and night effects on ETFs. 
The first involves a descriptive analysis of  the returns and tests of  equality of  means returns 
using parametric tests.

The second is a panel data regression-based approach. The following panel data regression 
model is specified to capture night and daytime effects common in all ETFs:

ri,t=β0+β1 xi,t_night+εi,t	 (1.1)

where the depend variable  ri,t is a scalar accounting for  rN
i,t or  rD

i,t,  xi,t_night is a dummy va-
riable taking the value of  one for the night period t  in the i th ETF and zero otherwise, β are 
parameters to be estimated and εi,t is the error term. Then, the following panel data regression 
model is specified to capture common night and daytime effects, by day-of-the-week:

ri,t=β0+∑4
k=1βkxk,i,t_daytime+∑5

k=1θk xk,i,t_night +εi,t	 (1.2)

where  xk,i,t_daytime  and  xk,i,t_night  are dummy variables for the daytime and night periods, in 
the k day of  the week, in the i th ETF, respectively. βk and θk  are parameters to be estimated 
and εi,t is the error term. The night and daytime average returns, by day of  the week, are the 
coefficients (given the reference category) from a regression of  the panel of  returns (stacked 
for all ETFs, dates, and daily sub-periods) on dummy variables for the daily time periods, by 
day of  the week. 

To evaluate the statistical significance of  the parameters and test for the robustness of  the 
day and night effects in the US equity ETFs, we use various robust variance-covariance matrix 
estimators for the panel data models to account for departures of  the residuals from homos-
cedasticity, temporal, contemporaneous and cross-temporal independence. As is common in 
the analysis of  times-series cross-section (TSCS) data in finance, the disturbances εi,texhibits 
evidence to be heteroskedastic within and between groups, autocorrelated up to some lag, 
contemporaneously and possibly cross-temporal correlated between groups in different time 
periods (Petersen, 2008). The errors may be heteroskedastic between groups and autocorrela-
ted within panels but must have zero conditional mean, E[εi,t |X’it  ]=0 ,  where the vector of  
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independent variables is X’it .  We make the following assumptions about correlations between 
errors:

ETF effects: The errors may exhibit ETF effects, meaning that errors may have ar-
bitrary correlation across time for a particular fund: E[εi,t εi,t-k|X’i,t , X’i,t-k ]  ≠0 for 
k≠0.

Time effects: The errors may exhibit time effects, meaning that errors may have arbi-
trary correlation across ETFs at a moment in time:  E[εi,t εj-k|X’i,t , X’j,t ]  ≠0  for i≠j.

Persistent common shocks: The errors may exhibit persistent common shocks, mea-
ning that we allow for some correlation between different ETFs in different time 
periods, but these shocks fade away over time, and may be ignored after L periods. 
So  E[εi,t εj,t-k| X’i,t , X’i,t-k ]=0  for i≠j and |k|>L. 

To understand the differences between time effects, ETF effects, and persistent common 
shocks, consider the following data generating process (Thompson, 2011):

 εi,t= θi,ft+ωit+uit,	 (2)
ωit=ϕωi,t-1+δit,		  ωi,o=0,
where f is a vector of  random factors common to all ETFs, and θ is a vector of  factor loa-

dings specific to ETF i. uit and δit are random shocks, uncorrelated across both ETF and time. 
The ωit term generates ETF effects - shocks specific to ETF i. θi’ft generates both time effects 
and persistent common shocks. When f is uncorrelated across time, we have time effects but 
no persistent common shocks - ETFs are correlated with one another at a moment in time, 
but different ETFs in different time periods are uncorrelated. When f is persistent, we have 
both time effects and persistent common shocks. We assume that the autocorrelations for 
ft disappear after L periods4 . In the following sub-sections we present the various variance-
-covariance matrix estimators robust to the various behavior assumptions of  the errors.

3.1. Beck-Katz method

The Parks-Kmenta method, originally proposed by Parks (1967) and then improved by 
Kmenta (1986), seeks to take into account heteroscedasticity between panels as well as tempo-
ral and spatial dependence in the residuals of  TSCS models. This method uses an application 
of  the Generalized Least Squares (GLS) estimation. This estimation is based on the assump-
tion that the variance-covariance matrix of  the errors, Ω , is known. However, since the Ω  
matrix is unknown, this method uses the feasible GLS (FGLS) using a consistent estimator of  
this matrix to obtain a consistent estimator of  the coefficient vector, β. This method combines 
assumptions about serial correlation (within panels), contemporaneous correlation (between 
panels) and heteroscedasticity of  disturbances across panels:

E[ε2
it|Xit ]=σii	 (3.1)

E[εit εjt| Xit , Xjt ]=σij if   i≠j,	 (3.2)

εit =ρi εi,t-1+υit,	 (3.3)

where ρi is the first-order autoregressive coefficient, allowing the value of  this parameter 
to vary from panel to panel, being necessary to find consistent estimators of  the σii, σij and ρi 

4	 More generally, shocks to ft could decay slowly but not completely disappear after L periods. For example, ft could 
follow a first-order autoregressive process. While this would violate the assumption, we assume that after some time 
the correlation between shocks is small enough that it can be ignored. Autoregressive processes could be handled 
by allowing the lag length L to grow with the sample size (see for example Newey and West, 1987).
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(i.e., matrix elements of  Ω). The estimated GLS results of  the Parks-Kmenta method are given 
by 

)ˆ()ˆ(ˆ 1 yXXX 11=GLS ,	 (4)
1)ˆ()ˆ(ˆ = XXarV 1

GLS .	 (5)   
The variance-covariance matrix of  the disturbances can be written in terms of  the Kro-

necker product

,	 (6)  
and the mxm   

ˆ  matrix is estimated as 

jijiji T ,, /)ˆˆ(ˆ = ,	 (7)
where iˆ  and jˆ  are the residuals for panels i and  and j is the number of  matched time period 
observations between panel i and j. 

The Parks-Kmenta method consists of  three sequential FGLS transformations and is es-
timated as follows. In the first step OLS pooled regressions (1.3) or (1.4) are estimated. Then 
residuals from the first step are used to estimate panel i - specific serial correlation. In the 
second step, ri are used to transform the model into a model with serially independent errors. 
Residuals of  the second step are then used to estimate contemporaneous correlation and he-
teroscedasticity of  the errors across panels. In the third step the data is again transformed with 
estimates of  the correlations and variances to allow the parameter estimation of  equations 
(1.3) or (1.4) by OLS or the coefficient estimates in equation (4), with errors now corrected 
of  the three previous assumptions, and the standard error estimates of  the parameters in 
equation (5).
According to Beck and Katz (1995), although the GLS method has optimal properties for 
handling TSCS data, the Parks-Kmenta FGLS method does not hold the same properties. 
This is because, although the FGLS uses an estimate of  the error process, the FGLS´s for-
mula for standard errors assumes that the variance-covariance matrix is known, not estimated. 
According to Beck and Katz this is a problem in TSCS models because the errors’ process has 
a large number of  parameters. In contexts where the number of  time- periods is not much 
higher than the number of  cross-sectional units, this oversight would lead standard error es-
timates of  the estimated coefficients to understate their true variability. In the dataset of  this 
study, however, as the number of  time-periods points is immeasurably greater than the num-
ber of  cross-sectional units, overconfidence in the standard errors should not occur because 
the Ti|m ratio is high. 

In the Beck and Katz (1995)’ method disturbances are assumed to be heteroskedastic, con-
temporaneously correlated (across panels), autocorrelated (within panel) and the first-order 
autocorrelation parameter can be constant or different for each panel. This method produces 
OLS estimates of  β when autocorrelation is not specified or uses Prais-Winsten method to 
produce parameters’ estimates when autocorrelation is specified. By specifying autocorrela-
tion, parameters’ estimates are conditional to estimates of  the autocorrelation parameters. To 
estimate the parameters’ variance-covariance matrix, which is asymptotically efficient under 
the assumed covariance structure, this method also uses the variance-covariance matrix of  the 
disturbances and the estimation method of  its elements is similar to that used by the Parks-
-Kmenta method, which are described in equations (6) and (7), respectively. Parks-Kmenta and 

Beck-Katz estimators are both consistent as long as the conditional average )(xit  is correctly 
specified. However, if  the assumed covariance structure of  the errors is correct, parameter 
estimates generated by Parks-Kmenta method are more efficient. 

The estimated variance-covariance matrix of  parameters of  OLS or Prais-Winsten is given 
by
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111 )ˆ()()ˆ(ˆ = X)X(XXXXarV 1
	 (8)

where ˆ  is the full estimated covariance matrix of  disturbances. When errors are serially 
correlated, this method assumes a first-order autoregressive process of  errors and uses the 
GLS to estimate the parameters whose estimates are conditional on the estimated value of  . 

The Prais-Winsten method consists on the following. The 0-th iteration is obtained by 
estimating equations (1.3) or (1.4). An estimate of  the serial correlation in residuals series is 
obtained. By default the following regression is used εi,t=riεi,t+δit. Then the following trans-
formation is applied and estimated:

(rit-ri ri,t-1)= itx  -ri 1itx   +vit.	 (9)

By default, this estimation process is performed using an iterative mechanism until con-
vergence is achieved; this process is repeated until the change in the ri estimate is within 
a specified tolerance. Thus, the new parameter estimates are used to produce estimates of                     
rit = itx ˆ

 and then ri is re-estimated using, by default, the regression defined by

(rit-rit
)=ri 1,tir 1,ˆ tir-  +εit.	 (10)

Then equation (9) is re-estimated using the new   estimate and continue to iterate between 
(9) and (10) until the estimated  converges. The residuals, removed from the serial correlation, 

are then used to estimate the  matrix of  the residuals and the )(Var  matrix of  
parameter’s standard errors.  

3.2. Double clustered standard errors by time and stock indices effects 

In finance panel data analysis, it is common that the error term includes a specific effect in 
the unit (index) as well as common shocks that affect all units (indexes), i.e., that the error term 
is correlated temporally (within indexes) and contemporaneously (between indexes). When 
using the usual standard errors that do not fit to the correlation between observations for the 
two dimensions, Cameron et al.(2006), Petersen (2009) and Thompson (2011) show that this 
choice of  methodology can lead to standard errors that are very small. Small standard errors 
lead to higher than expected t statistics and F statistics, thus showing significance even when it 
does not exist. When we cluster along a single dimension (within or between) this can lead to 
understated standard errors. Thompson (2011) considers that when clustering is made by time 
allowing only units to be correlated with one another at a given time period, this procedure 
will ignore specific persistent effects to a unit.  One way to simultaneously handle unit and 
time effects would be to use unit and time dummies (for example, we could cluster standard 
errors by time and include units fixed effects including in the regression dummy variables 
specific to the units). However, Thompson considers that this procedure does not take into 
account many relevant forms of  correlated errors because inclusion of  time periods and units 
dummies does not correctly model the structure of  the temporal correlation (time dummies) 
and the autoregressive process (unit dummies) of  the errors. 

Cameron et al.(2006) and Thompson (2011) propose the double clustered standard error 
estimator robust to temporal (within units) and sectional (between units) correlation. In this 
regard, this study also uses the double clustered standard error estimator, also used by Cliff, 
Cooper and Gulen (2008). Double clustered standard errors are formulated with the following 
covariance matrix estimator of  β

wit VVVarV ˆˆˆ)ˆ(ˆ += 	 (11)
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where the three matrices are the variances-covariances matrices time-clustered, index-clus-
tered and the White (1980) consistent estimator (no clustering), respectively. Each matrix is 
a heteroscedasticity autocorrelated consistent (HAC) “sandwich” estimator which takes the 
form  11)( X)XS(XX , where each differ in the construction of  S, the spectral density 
matrix of  ititit ˆˆ xu = , where itˆ  is the residual in t -th time period and i -th stock index and   
xitrepresents the vector of  the regressors` values in t -th time period and  t -th  stock index. The 

tV̂   term assumes that a (common) shock at any given time affects multiple indexes and so 
account for cross-index (contemporaneous) correlation. This term is computed as 

=
=

T

t tt 1
S ,	 (12.1)

[]
=

++=
1

10
N

n nnt ,	 (12.2)

tni
nN

i itn ,1 +=
= uu

.	 (12.3)

The n matrix measures correlation between indices that are n - positions apart. Because, 
unlike the time, does not exist a natural order of  the indexes Ω,  captures all possible interac-
tions between i and j indices at the t-time period and St captures all the possible time periods 
in the analysis. The clustered index term, iV̂  , has a similar structure. This term is computed as

=
=

N

i ii 1
S ,	 (13.1)

[ ]
=

++=
1

10
T

i ,	 (13.2)

+=
= ti

T

t it ,1
uu .	 (13.3)

The  matrix measures correlation between residuals at the time t and t+t for a given 
i -th index. Thus, Ω  is the HAC estimator for a single index. The above general version su-
ggests that all possible lags from 0 to T-1 should be included. However, when an excessive 
number of  lags are included, these estimators have poor finite sample properties. Standard 
implementations, such as the Newey-West method, modify the Ω computation by truncating 
the summation at a much lower lag length k5. We follow this intuition and set K = 4 daily time 
sub-periods, taking into account the order of  the significant autocorrelation coefficients in 
each index. Finally, the wV̂  term is the White´s conventional estimator, ignoring any clustering, 
and is computed as  

it
N

i

T

t itw
i uuV

==
=

11
ˆ

.	 (14)

This estimator is subtracted to avoid double counting of  the common-index, common-

-time terms ( 0) included in tV̂  and iV̂  estimators. All three V̂ estimators are multiplied by 

a finite sample adjustment of  (T-1)/(T-p), where p is the dimension of  β. The estimators tV̂  

and    iV̂  are also multiplied by  T/(T-1) and N/(N-1), respectively, to adjust for the number 
of  clusters.

Thompson (2011) warns that it can sometimes be a disadvantage to double-clustering and 
that it is not always appropriate to use the most robust standard error formula. Thompson 
considers that the more robust standard error formula tend to have less bias, but more varian-
ce. The lower bias improves the performance of  the statistical test. But the increase in variance 
often leads to find statistical significance even when it does not exist. 

5 The Newey-West procedure also weights  by )1(1 += kw  to ensure that the resulting matrix is positive 
definite.
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3.3. Robust standard errors to general forms of cross-sectional, tempo-
ral and cross-temporal dependence

It is common in economic and financial processes that the data behavior be heterosce-
dastic, correlated over time, correlated between subjects in a given time period and correlated 
between different subjects in different time periods. To estimate standard errors of  the pa-
rameters that are robust to these features of  the errors on the underlying panel data model, 
Driscoll and Kraay (1998) demonstrate that the standard nonparametric time-series covariance 
matrix estimator (Newey-West) can be modified such that it is robust to general forms of  
cross-sectional as well as temporal dependence. Driscoll and Kraay approach loosely applies 
a Newey-West - type correction to the sequence of  cross-sectional averages of  the moment 
conditions. Driscoll and Kraay´s standard errors for the coefficient estimates are then obtained 
as the squares roots of  the diagonal elements of  the asymptotic (robust) covariance matrix,     

11)()ˆ(ˆ = X)X(SXXarV T ,	 (15)

where  ST is defined as in Newey-West (1987)
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where m(T) denotes the lag length up to which the residuals may be autocorrelated  and the 
modified Bartlett weights w(j,m)=1-j/(m(T)+1) ensures positive semi-definiteness of  ST and 
smooth the sample autocovariance  function such that higher-order lags receive less weight. 
The Ωj matrix is defined as 
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In (17), the sum of  the individual time t moment conditions ti ,u  runs from 1 to N(t), 
where N is allowed to vary with t. This is a small adjustment to Driscoll and Kraay (1998) 
original estimator introduced by Hoechle (2007) in his xtscc Stata program. This adjustment 
makes their estimator ready for use with unbalanced panels. For pooled OLS estimation, the 
individual orthogonality conditions ti ,u  in (17) are the (kx1) dimensional moment conditions 
of  the regression model, i.e.,  ititti xu =, . From (16) and 17) it follows that Driscoll and 
Kraay (1998)´s covariance matrix estimator equals the heteroskedasticity and autocorrelation 
consistent  covariance matrix estimator of  Newey-West (1987) applied to the time series of  
cross-sectional averages of  the ititti xu =, . Hoechle (2007) considers that estimating the 
covariance matrix with this approach yields standard errors that are robust to general forms 
of  cross-sectional and temporal dependence. In the following section, to estimate pooled 
OLS long panel data and fixed effects regression models with double clustered standard errors 
and standard errors robust to general forms of  cross-sectional, temporal and cross-temporal 
dependence in residuals, we use Stata´s ivreg2 and xtivreg2 routines from Baum, Schaffer and 
Stillman, (2010) and Schaffer (2010), respectively. 

4. RESULTS AND DISCUSSION

4.1. Summary statistics of night and day returns

Summary statistics for day and night returns series of  ETFs during the entire sample 
period are reported in table 1. These returns are categorized according to the hypothesized 
day of  the week effect for time period of  the day. Results show that there is no pattern for 
the higher night average returns by day of  the week across ETFs. In turn, lower day average 
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returns are recorded on Friday in 3 out of  4 ETFs. Regarding the volatility of  day returns (as 
measured by standard deviation) results show no pattern by day of  the week on higher volati-
lity. Concerning lower volatilities, these occurs at Friday. 

The night average returns are higher on Tuesday in 3 out of  4 ETFs. In fact, every Tuesday 
night’s returns are positive and significantly greater than zero in all 4 ETFs. Regarding lower 
night returns there is no pattern by day of  the week across the ETFs. Regarding overnight 
volatility, the lowest value is exhibited on Wednesday in 3 out of  4 and the highest value is 
exhibited on Friday in 2 out of  4 ETFs (SPY and SPDR). Overall, for all ETFs, volatility du-
ring the day is about two times greater than that exhibited during the night period for all days 
of  the week.

The distributional properties of  the return series, by time period of  day and day of  the 
week, for all ETFs, are not normal. Since the sampling distribution of  the skewness parameter 

of  a normal distribution is normal with zero mean and standard deviation T6 , where T is 
the sample size, virtually all returns by time period of  the day and day of  the week are positive 
or negative and significantly biased, but there is no common pattern as to the sign and mag-
nitude of  the bias. By time period of  the day and day of  the week, the SPY and SPDR ETFs 
have a sign and significance approximately identical. As to skewness, for day time returns, 
QQQQ and IWM ETFs also have a similar pattern by day of  the week. It is observed that in 3 
out of  4 ETFs (SPY, SPDR and IWM) night returns on Monday (weekend return) are positive 
and significantly skewed, suggesting a greater likelihood of  the returns having higher values 
than under the normal. Conversely, day returns on Monday are negative and significantly 
skewed and are more likely to have lower extreme values than under the normal.

The degree of  excess kurtosis across ETFs, for returns categorized by time period of  the 
day and day of  the week, is also high, suggesting leptokurtic (i.e., peaked) distributions with 
higher chances of  generating extreme returns (i.e., fat tails) compared to a normal distribution. 
Since the sampling distribution of  kurtosis parameter is normal under a normal distribution, 

with mean zero and standard deviation , where   is the sample size, almost all kurtosis 
estimates for night and day returns categorized by day of  the week are statistically significant 
at 1% level, there being no pattern in the magnitude estimate between day and night returns.

In table 1, the average return column also presents returns significantly different from 
zero. Only night returns are positive and significantly different from zero. Tuesday-night (all 
ETFs), Monday-night (SPY and IWM), Thursday-night (QQQQ) and pooled night returns 
(SPY, DIA and QQQQ) are positive and significantly different from zero. In no ETF day 
returns are significantly different from zero. These results suggest the possibility that the day 
and night effect might occur in some ETF, where in some days of  the week night returns are 
positive and significantly higher than the corresponding day return. In general, day returns are 
not significantly different from zero. The significant higher volatility on day than night returns 
constitute a puzzle to the asset pricing literature in face of  the significant lower average day 
than night returns.

In the last two columns of  Table 1 are presented results of  Student t-tests, with and wi-
thout equal variances, for the equality of  means between day and night returns, by day of  week 
and overall return and for each ETF. For the SPY and SPDR ETFs it is observed that in no day 
of  the week there is a significant difference between night and day average return.  

For the SPY ETF, however, the overall night is significantly higher than the overall day 
average return at the 0, 05 level. To quadruple Q ETF, the Tuesday, Friday night and pooled 
returns are significantly higher than the corresponding day returns. To the quadruple Q ETF, 
Tuesday, Friday and overall night returns are significantly higher than the corresponding day 
returns. For the IWM ETF, only the night (weekend return) is significantly higher than the day 
Monday average return. 
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Table 1: Descriptive analysis of  night and day returns by day of  the week

Exchange	 Number	 Mean 	 Std. dev.	 Skewness	 Kurtosis	 t- test of 	 t- test of
Traded Fund		  (%)	 (%)			   equality of 	 equality of
						      means (equal	 means
						      variances)	 (unequal
							        variances)

SPY 							     
       Daytime 
	 Monday	 855	 -0.0155	 1.1276	 -0.7419	 12.456	 -1.589	 -1.602
	 Tuesday	 929	 0.0104	 1.1432	 0.3870	 10.652	 -1.244	 -1.276
	 Wednesday	 930	 0.0020	 1.0894	 0.1799	 11.439	 -0.266	 -0.267
	 Thursday	 912	 -0.0131	 1.0829	 -0.7335	 12.007	 -0.817	 -0.819
	 Friday	 908	 -0.0316	 1.0050	 0.1023	 5.340	 -1.263	 -1.268

	 total	 4534	 -0.0093	 1.0901	 -0.1521	 10.788	 -2.306**	 -2.325**

	 Overnight 
	 Monday	 823	 0.0578***	 0.7082	 0.6724	 13.006	 ---	 ---
	 Tuesday	 846	 0.0657***	 0.6332	 0.6447	 11.271	 ---	 ---
	 Wednesday	 920	 0.0129	 0.5997	 -0.6918	 7.599	 ---	 ---
	 Thursday	 903	 0.0208	 0.6332	 -0.2906	 6.878	 ---	 ---
	 Friday	 881	 0.0219	 0.7710	 -1.8800	 26.618	 ---	 ---

	 total	 4373	 0.0350***	 0.6710	 -0.4736	 16.341	 ---	 ---

DIA							     
	 Daytime 
	 Monday	 755	 0.0194	 1.0660	 -0.2820	 13.3011	 -0.270	 -0.273
	 Tuesday	 821	 0.0018	 1.0383	 0.2270	 10.3669	 -1.165	 -1.193
	 Wednesday	 825	 0.0096	 1.0472	 0.0623	 12.6368	 -0.061	 -0.061
	 Thursday	 810	 0.0107	 1.0732	 -0.6773	 12.8931	 0.099	 0.100
	 Friday	 804	 -0.0322	 0.9701	 0.1826	 5.6626	 -0.313	 -0.314

	 total	 4015	 0.0017	 1.0390	 -0.1150	 11.354	 -0.740	 -0.746

	 Overnight 
	 Monday	 726	 0.0320	 0.6888	 0.4618	 10.936	 ---	 ---
	 Tuesday	 746	 0.0522***	 0.5919	 1.1312	 11.95	 ---	 ---
	 Wednesday	 815	 0.0121	 0.5697	 -0.5804	 6.611	 ---	 ---
	 Thursday	 803	 0.0063	 0.6198	 -0.1226	 7.594	 ---	 ---
	 Friday	 782	 -0.0186	 0.7340	 -2.3344	 35.416	 ---	 ---

	 total	 3872	 0.0161*	 0.6430	 -0.5431	 18.894	 ---	 ---

QQQQ							     
	 Daytime 
	 Monday	 701	 -0.0504	 1.6341	 0.4818	 12.198	 -0.167	 -0.165
	 Tuesday	 762	 -0.0886	 1.8076	 -0.6387	 6.8034	 -2.173**	 -2.245**
	 Wednesday	 765	 0.0048	 1.8635	 0.9034	 17.470	 -0.186	 -0.187
	 Thursday	 752	 0.0396	 1.6841	 -0.0991	 6.1786	 -0.566	 -0.568
	 Friday	 749	 -0.0994	 1.5386	 0.1086	 7.8503	 -2.026**	 -2.036**

	 total	 3729	 -0.0385	 1.7115	 0.1652	 10.887	 -2.017**	 -2.022**
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	 Overnight 
	 Monday	 676	 -0.0298	 2.8160	 -21.882	 538.48	 ---	 ---
	 Tuesday	 692	 0.0731***	 0.7913	 0.4330	 7.327	 ---	 ---
	 Wednesday	 755	 0.0190	 0.9479	 0.1910	 10.019	 ---	 ---
	 Thursday	 745	 0.0794***	 0.9251	 0.6980	 7.7974	 ---	 ---
	 Friday	 728	 0.0399	 1.0541	 -0.3125	 12.539	 ---	 ---

	 total	 3596	 0.0369*	 1.4836	 -28.125	 1317.11	 ---	 ---

IWM							     
	 Daytime 
	 Monday	 615	 -0.0906	 1.3703	 -0.8618	 7.821	 -2.195**	 -2.213**
	 Tuesday	 669	 0.0260	 1.4458	 -0.2212	 6.891	 -0.986	 -1.014
	 Wednesday	 671	 0.0365	 1.4429	 0.0288	 8.193	 0.603	 0.606
	 Thursday	 659	 -0.0269	 1.4330	 -0.4729	 9.795	 0.306	 0.305
	 Friday	 657	 -0.0083	 1.3171	 0.5877	 9.160	 -0.476	 -0.478

	 total	 3271	 -0.0113	 1.4034	 -0.1941	 8.397	 -0.823	 -0.822

	 Overnight 
	 Monday	 593	 0.0528*	 0.8259	 0.2368	 8.503	 ---	 ---
	 Tuesday	 607	 0.0907***	 0.7562	 1.8274	 23.101	 ---	 ---
	 Wednesday	 662	 -0.0012	 0.7196	 -0.2882	 7.160	 ---	 ---
	 Thursday	 652	 -0.0647	 2.8199	 -22.830	 561.88	 ---	 ---
	 Friday	 638	 0.0218	 0.9272	 -0.1987	 32.434	 ---	 ---

	 total	 3152	 0.0181	 1.4718	 -33.233	 1571.4	 ---	 ---

Sample period is 20th January 1998 to 3rd January 2014 for SPDR, 1st January 1996 to 3rd 
January 2014 for SPY, 10thMarch 1999 to 3rd January 2014 for QQQQ and 30th May 2000 to 
3rd January 2014 for IWM. 

4.2. Panel data regression-based analysis of night and day time effects 

This section presents the estimated panel data regression models, first, by day time period 
and, then, simultaneously, by day time period and day of  the week. In these long panel data 
models we use standard error estimators of  the coefficients robust to departures from inde-
pendent and identically distributed (i.i.d.) residuals over time and across sectional dimensions. 
The panels comprise N=4 ETFs and T varies by ETF, i.e., we use an unbalanced panel. 

With the first regression model specified in Eq. (1.1) we intend to examine whether ETFs 
show significant common high-low tendencies in average returns during the night and day 
time periods. In the second regression model, specified in Eq. (1.2), we examine whether there 
occurs significant common high-low regularities in mean returns during the night and day time 
periods by day of  the week. The occurrence of  such abnormal mean returns across ETFs by 
time period of  the day and day of  the week could be profitably used for timing the deals: when 
buying / selling at the open and selling / buying at the close of  the market.

The estimated coefficients and standard errors of  the parameters specified in Eq. (1.1) to 
testing for the day and night common effects across ETF are presented in Table 2. The table 
also includes the R2, the adjustedR2 and an F-test (Wald  χ2- test) of  the null hypothesis that 
the slope coefficients are jointly zero. The column of  the pooled OLS regression also includes 
the White’s general test, the modified Wald test and the Breusch- Pagan LM test. The White´s 
general test is used to test for heteroscedasticity in the residuals, where the assumption of  
normally distributed residuals is relaxed. The modified Wald test is used to test for groupwise 
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heteroscedasticity in the residuals of  the pooled OLS regression and the Breusch-Pagan LM 
test is used to test for contemporaneous correlation of  residuals across ETFs. We also conduc-
ted tests for cross-temporal pairwise correlations between residuals from ETFs which proved 
significant at several lags. 

Thus, the null hypotheses of  no within heteroscedasticity, no groupwise heteroscedasti-
city, no within serial correlation, no contemporaneous and no cross-temporal correlations in 
residuals across ETFs from pooled OLS regression were rejected. Following this, regression 
models were estimated with standard errors corrected for these departures of  the residuals 
from i.i.d assumptions using the panel corrected standard errors method (Beck-Katz method), 
the pooled OLS method with standard errors clustered by time and ETF, the pooled OLS 
and the OLS fixed effect methods with standard errors corrected for heteroscedasticity, serial 
correlation, contemporaneous and cross-temporal correlations in residuals.  

Table 2: Estimated coefficients and standard errors of  night and daytime effects for U.S equity 
exchange-traded funds panel data regressions

Model		  Pooled 	 PCSE (3)	 Double-	 Driscoll-	 Fixed -
		  OLS (1)		  clustered (4)	 Kraay (5)	  Driscoll-Kraay (6)

Constant	  	 -0.0139	 -0.0141	 -0.0139	 -0.0139	 ------
(daytime)
	 (s.e.)	 (0.0097)	 (0.0153)	 (0.0169)	 (0.0178)	 ------
Overnight		  0.0410***	 0.0412*	 0.0410*	 0.0410*	 0.0410*
	 (s.e.)	 (0.0139)	 (0.0217)	 (0.0211)	 (0.0216)	 (0.0216)
 
NxT		  30542	 30542	 30542	 30542	 30542
 
R2		  0.0003	 0.0003	 0.0003	 0.0003	 0.0003
Adjusted R2		  0.0003	 --------	 -------	 --------	 -------
F- statistic 
(Wald chi2)		  8.65***	 (3.59*)	 2.84	 3.59*	 3.59*
White Modified	 1.35	 ---------	 ---------	 ---------	 ---------
Wald-stat		  997.83***	 ---------	 ---------	 ---------	 ---------
Breusch-Pagan 
LM stat		  30150***	 ---------	 ---------	 ---------	 ---------

	 Sample period is 20th January 1998 to 3rd January 2014 for SPDR, 1st January 1996 to 3rd 
January 2014 for SPY, 10thMarch 1999 to 3rd January 2014 for QQQQ and 30th May 2000 
to 3rd January 2014 for IWM. F-test and Wald chi2-test are for the null hypothesis that all 
slope coefficients are zero.  White is the White (1980) heteroskedasticity general test for 
pooled OLS regression model. Modified Wald stat. test for groupwise heteroscedasticity 
across stock indices in the context of  an OLS regression fit to pooled cross-section time 
series data, following page 598 of  Green (2000). Breusch-Pagan (1980) LM statistic test 
for contemporaneous correlation of  residuals across stock indices. (1) stands for OLS 
regression fit to pooled cross-section time series data, (2) stands for Beck-Katz method, 
(3) stands for OLS regression fit to pooled cross-section time series data with standard 
errors clustered by time and stock index effects, (4) stands for OLS regression fit to pooled 
cross-section time series data with standard errors estimated following Driscoll and Kraay 
(1998)´s covariance matrix estimator and (5) stands for fixed effects regression model with 
standard errors estimated following Driscoll and Kraay (1998)´s covariance matrix estima-
tor. Asterisks stands for significance at the *0.10, **0.05, *** 0.01 levels.
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In the pooled OLS regression, the estimated coefficient for night return is significantly 

positive while that for day return is not significantly different from zero. When standard errors 
of  the parameters are adjusted for departures of  the residuals from i.i.d. assumptions, the 
significance of  the estimated coefficient for the night return decreases, being now marginally 
significant. These results suggest that the equity ETFs are characterized by a common night 
positive albeit marginally significant effect. These results also suggest a sharp decrease in the 
intensity of  the night effect in view of  the results reported in previous studies on the same 
type of  assets (Cliff  et al., 2008), providing, albeit marginally, some support to theories that 
predict higher returns during non-trading periods to compensate suppliers investors of  liqui-
dity for the risk endured during the period of  non-marketability (Longstaf, 1994). However, 
the lower values of  the volatility on night relatively to the day returns constitute a puzzle on 
the risk-return space to the asset pricing literature.

Table 3: Estimated coefficients and standard errors of  night and daytime effects by day of  the 
week for U.S equity exchange-traded funds panel data regressions

Model		  Pooled 	 PCSE (3)	 Double-	 Driscoll-	 Fixed -
		  OLS (1)		  clustered (4)	 Kraay (5)	  Driscoll-Kraay (6)

Constant-daytime	 -.0306	 -.0304	 -.0306	 -.0306	 -------
	 (s.e.)	 (.0225)	 (.0354)	 (.0395)	 (.0421)	 -------
Tuesday-daytime	 .0184	 .0181	 .0184	 .0184	 .0184
	 (s.e.)	 (.0312)	 (.0491)	 (.0558)	 (.0619)	 (.0619)
Wednesday-daytime	 .0426	 .0418	 .0426	 .0426	 .0426
	 (s.e.)	 (.0312)	 (.0490)	 (.0549)	 (.0602)	 (.0602)
Thursday-daytime	 .0334	 .0327	 .0334	 .0334	 .0334
	 (s.e.)	 (.0313)	 (.0492)	 (.0525)	 (.0590)	 (.0589)
Friday-daytime	 -.0125	 -.0128	 -.0125	 -.0125	 -.0125
	 (s.e.)	 (.0313)	 (.0493)	 (.0524)	 (.0568)	 (.0568)
Monday-night	.0597*	.0594	 .0597	 .0597	 .0597
	 (s.e.)	 (.0321)	 (.0504)	 (.0478)	 (.0532)	 (.0532)
Tuesday-night	.0999***	.0998**	 .0999**	 .0999**	 .0999**
	 (s.e.)	 (.0319)	 (.0500)	 (.0471)	 (.0486)	 (.0486)
Wednesday-night	 .0418	 .0420	 .0418	 .0418	 .0418
	 (s.e.)	 (.0312)	 (.0492)	 (.0433)	 (.0478)	 (.0478)
Thursday-night	 .0438	 .0436	 .0438	 .0438	 .0438
	 (s.e.)	 (.0314)	 (.0494)	 (.0474)	 (.0533)	 (.0533)
Friday-night	.0464	 .0463	 .0464	 .0464	 .0464
	 (s.e.)	 (.0316)	 (.0497)	 (.0506)	 (.0511)	 (.0511)
 
NxT		  30542	 30542	 30542	 30542	 30542
R2		  0.0006	 0.0006	 0.0006	 0.0006	 0.0006
Adjusted R2		  0.0003	 --------	 -------	 --------	 -------
F- statistic 
(Wald chi2)		  1.97**	 (7.22)	 1.00	 1.11	 1.11
White Modified	 7.84	 ---------	 ---------	 ---------	 ---------
Wald-stat		  997.93***	 ---------	 ---------	 ---------	 ---------
Breusch-Pagan 
LM stat		  30139***	 ---------	 ---------	 ---------	 ---------

	 Sample period is 20th January 1998 to 3rd January 2014 for SPDR, 1st January 1996 to 3rd 
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January 2014 for SPY, 10thMarch 1999 to 3rd January 2014 for QQQQ and 30th May 2000 
to 3rd January 2014 for IWM. F-test and Wald chi2-test are for the null hypothesis that all 
slope coefficients are zero.  White is the White (1980) heteroskedasticity general test for 
pooled OLS regression model. Modified Wald stat. test for groupwise heteroscedasticity 
across stock indices in the context of  an OLS regression fit to pooled cross-section time 
series data, following page 598 of  Green (2000). Breusch-Pagan (1980) LM statistic test 
for contemporaneous correlation of  residuals across stock indices. (1) stands for OLS 
regression fit to pooled cross-section time series data, (2) stands for Beck-Katz method, 
(3) stands for OLS regression fit to pooled cross-section time series data with standard 
errors clustered by time and stock index effects, (4) stands for OLS regression fit to pooled 
cross-section time series data with standard errors estimated following Driscoll and Kraay 
(1998)´s covariance matrix estimator and (5) stands for fixed effects regression model with 
standard errors estimated following Driscoll and Kraay (1998)´s covariance matrix estima-
tor. Asterisks stands for significance at the *0.10, **0.05, *** 0.01 levels.

Table 3 presents the estimated coefficients and standard errors of  the parameters specified 
in Eq. (1.2) for common day and night effects decomposed by day of  the week. In the metho-
ds using robust variance-covariance matrix estimators of  the parameters, only the Tuesday-
-night coefficient is positive and significant. 

In the pooled OLS method, in addition to the Tuesday-night also the Monday-night coe-
fficient (i.e., weekend return) is positive and marginally significant. Another interesting result, 
although not statistically significant, is that negative mean returns are only observed during the 
Monday and Friday day time period. 

The results shown in Table 3, concerning the entire sample period, are not consistent with 
those obtained by Cliff  et al. (2008) in a sample of  13 US equity ETFs, and individually for the 
SPY ETF, in the period May 1995 through December 2006. Cliff et al. (2008) found that there 
are significant pervasive differences between day and night returns by day of  the week for the 
sample and for the individually SPY. Our results only exhibit the occurrence of  a positive and 
significant difference between Monday daytime and Tuesday night returns.

Considering that the sampling period in this study goes beyond 2006, until early 2014, the 
comparison of  these results suggests that the US equity ETF market will have become more 
(weak form) efficient, leading to a decrease or disappearance of  the day and night effects pre-
viously evidenced by Cliff  et al. (2008) in the sample period 1995-2006.

In addition to the longer sampling period used in this study, which may have reflected the 
increased (weak form) efficiency in the 2nd half  of  the sample period, differences with the re-
sults of  Cliff et al.(2008) may also be due to both institutional and procedural transformations 
that have taken place from 2006. In August 2006, the Securities Exchange Commission-SEC, 
mandated by the Congress of  United States, adopted the National Market System (NMS) 
Regulation which introduced regulation designed to protect the rights of  the investing public, 
improve the market´s informational efficiency, reduce transaction costs and, ultimately, pro-
vide access to untapped financial resources belonging to investors and companies, while bri-
ghtening the long-term investment prospects in the market. The principal rules and initiatives 
of  the NMS Regulation are aimed to reduce “trade-throughs” (order protection rule), to allow 
the efficient access to quotes by market participants and rules that provide for the efficient 
dissemination of  market data to the investing public. The procedure “trade-throughs” repre-
sent the execution of  trades at a price that is inferior to the price of  a protected quotation, 
often representing an investor limit order, displayed by another trading center (SEC, 2005). 
This type of  transaction, occurring at a rate of  1 in 11 actively traded Nasdaq stocks, prevents 
transparency in the price discovery process by precluding investors access to more favorable 
quotes, namely counterparty limit orders (SEC, 2005, pg.20). To qualify for the application of  
this rule, the transaction center should be able of  displaying and executing trades in under two 
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seconds, requiring that the trading center automate its system in order to ensure that the speed 
requirement is met. Plausibly, the implementation of  this rule (Rule 611) severely hampered 
the role of  the specialist on the NYSE where an automatic order execution system exist, de-
creasing its ability to influence, among others, opening and closing prices.

Also, the implementation of  the access rule (rule 610) in this regulation, which oversees 
the fair and efficient access to quotes by market participants, allows the disclosure of  protec-
ted quotes (bid and ask prices of  limit orders), allowing an improvement in the informational 
efficiency and contributing to the narrowing of  the capabilities of  market makers affecting in 
own benefit the price discovery, in particular, opening and closing prices. Likely, these proce-
dural and institutional changes will have contributed to the decline and disappearance of  the 
hypothesized night and day return effect in the second part of  the sample period.

5. CONCLUSION 

This study examines the presence of  night and daytime common effects in a set of  US 
equity Exchange-Traded Funds returns series from January 3rd, 1994 to January 3rd, 2014. 
Two hypothesized manifestations of  the effects are examined: the pooled night and daytime 
effect and the night and daytime effect by day of  the week. To examine these effects, classical 
parametric tests are applied and panel data regressions models are estimated using robust 
variance-covariance matrix estimators of  the models’ parameters. Panel data regression mo-
dels are estimated with standards errors corrected for the presence of  within and groupwise 
heteroscedasticity and serial, contemporaneous and cross-temporal correlation in the least 
squares residuals of  the US equity ETFs. To date, other studies have empirically evaluated the 
night and daytime effects in the US equity ETFs returns. The most prominent one, the Cliff  
et al. (2008)´s study, use several asset types, including a sample of  large ETFs, which replicate 
the behavior of  the principal US stock indices. Their study cover the period from 1995 to 
2006 while our goes further and covers the period of  1995 to the beginning of  2014, covering 
the post implementation period of  the NMS Regulation, enacted by the Securities Exchange 
Commission in 2006, which will have introduced significant changes in the procedures of  
transactions in the US equity markets. 

Regarding the common overall night and daytime effect in the ETFs return series, using 
panel data regressions with robust variance-covariance matrix estimators, a positive and mar-
ginally significant night average return is found while the day average return is not significantly 
different from zero. Ours findings on the night and daytime effects, by and large, are not con-
sistent with those evidenced in the Cliff  et al. (2008)’s study.

As regards the hypothesized common night and daytime effect decomposed by day of  
the week, over the entire sample period and for regressions using robust variance-covariance 
matrix estimators, only the estimated coefficient for Tuesday-night is significantly positive. 
For the pooled OLS regression, with standard errors not corrected from departures of  the 
residuals from i.i.d. assumptions, the estimated coefficient for Monday-night is also positive 
but marginally significant.  

These results contrast with those obtained in previous studies using a sample of  US equity 
ETF but with a shorter sampling period. The study carried out by Cliff  et al. (2008) in a sample 
of  13 US Equity ETFs, and individually in the SPY ETF, showed a pervasive evidence for the 
day and night effect overall and decomposed by day of  the week in this type of  assets, i.e., a 
significantly positive night and a not so significantly different from zero day average return. 
Ours findings show a marked decrease or even the disappearance of  the day and night effects 
previously evidenced by Cliff  et al. (2008).

The disappearance of  the effects may imply that US equity markets became gradually more 
(weak form) efficient as from 2006. Several contributing factors are possible, including the 
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wide supremacy of  US markets on a global scale in terms of  transaction volume, liquidity and 
capital admitted to public trading, which will have attracted a growing number of  domestic 
and foreign investors, accompanied by a decrease in transaction costs, especially those related 
to brokerage and information procurement. We also conjecture that the observed discrepancy 
between previous findings and ours can be attributed to the legal and institutional changes 
introduced with the NMS Regulation passed by SEC (2005), which reduced the intervention 
of  specialists in the NYSE trading platforms and the narrowing of  the capabilities of  market 
makers affecting in own benefit the price discovery in NASDAQ trading platforms. 
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